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Abgtract: The article we will present Monte Carlo simulatifor assessing consequences of data non assompt
Analysis of variance (ANOVA) ) is used to determimkether there are any significant differences betwthe means
of three or more independent (unrelated) groupsd&umental assumption for ANOVA s that the indejmt variable
is normaly distributed and groups with equal vartem Monte Carlo simulation we observed Typerorerate of
analysis of variance.

1 Introduction generates numerous scenarios studied a random file.
Using quantitative mathematical or statistical moddJsing Monte Carlo simulation can demonstrate how to
looking for the best optimal solution. In practites often ~approach the theoretical results. In this paper,Monte
unrealistic to find an optimal solution, for exampthere Carlo method applied to a situation where the
are used the basic conditions of the methods.piossible assumptions are not met statistical methods, namely
to use simulating models to solve these situationdnalysis of variance (ANOVA). .
Simulating real problems is one of the most fregyen Monte Carlo method comprises the following steps:
used approach that facilitates decision-making. The Determine the objective of the simulation.
simulation model generally shows a system modeled Propose appropriate methods of Monte Carlo.
using mathematical formulatons and logical On the basis of concrete statistics randomly
relationships. In the model we distinguish between generated data.
random input to control, that is transformed to potit Implement quantitative methods.
model. For the simulation experiment in the begigni Quantify the necessary statistics. _
you select controlled access and random (stochastic Simulation contrary (eg. 100 to 1 000,000 times).
inputs are randomly generated_ AﬂalyS|S of statistics fOUn-d.
Simulations are among the quantitative tools tiaat c Assess the results obtained by the methods of
be used for decision support. Simulation of worlhwa Monte Carlo.
particular model is an experiment with the model.
It is a subset of simulation modeling allows braadee 2 One-way ANOVA
scope of the investigation and of the specific hbgees. The One-way ANOVA (analysis of variance) is used
Monte Carlo simulation method is known that uséerge to determine whether there are any significanediffices
number of randomly generated samples from theetween the means of three or more independent
probability distribution that is used for computer(unrelated) groups. The one-way ANOVA compares the
simulation solutions to various managerial problédrosm  means between the groups you are interested in and
mathematics, physics, financing, design, sales, dmumdetermines whether any of those means are signilfjca
resources, psychology and other [1], [2]. different from each other [6]. Specifically, it teghe null
In statistical theory, we meet two basic types dfiypothesis (1):
methods: parametric and nonparametric. Parametric
methpds (tests) are characteriz_ed in that 'ghey bowith Ho: fh = Hp = Hy =+l 1)
certain assumptions. If you fulfill the requirememf the and then I non H
methods, such as processed data come from a normal
distribution, statistical methods offer an effeetiand where |1 - group mean and - number of groups. If,

valid estimates of the probability distribution sihtistics o aver the one-way ANOVA returns a_ significant

[3]. When the theoretical assumptions do not exemineg ¢ we accept the alternative hypothesis, (which is
data, then the validity of the statistics reliagtimates of 5 there are at least two group means that are
th pmb"?‘b"'ty distribution is uncertain. In Sum”at'ons’ significantly different from each other. Its aimttsdetect

it is possible to use Monte Carlo S|mulat|qn§ [8], T_hlS whether any differences between the means for filese
method favors empirical estimates statistics pritibab ,e giatistically significant or only incidentalnalysis of

Q|str|but|on file prior theoretical expectations dJ_hese variance was trying to figure out which of quartiite or
figures. The essence of Monte Carlo method is ithat
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qualitative factors significantly influence the nitoned
variables.
The basic assumptions for the use of analysis
variance include:
>
selections are independent of each other.
>
come from a core set of normal distribution.
>
equal variances.
Number of factors examined by analysis of variance
divided on:

» One-way analysis of variance - if the observedotffe

of one factor.
» Multi-factorial analysis of variance - for the
monitoring of the impact of several factors.
According to distinguish the range of sample:
» Balanced model - if the coverage is the same
sample.
» Unbalanced model- if different range of sample.

Random selection of independence is consider

logically and ensure the appropriate selectiorile§.f To
verify in practice the second and third conditigvhether
the results are valid in ANOVA failing these chediay

using the Monte Carlo simulation, in which will be

monitored type | error by One-way ANOVA (p-value).

2.1 Variousalternative for simulation by Monte
Carlo methods
Specifically, in this paper it is to test the hypesis of
conformity means of three groups:
Ho: 14 = Hp = 3 =100
Compared to the alternative hypothesis that thkeast

Independence of observations - the individual
Normality of sampling distribution - the samples.

Homogeneity of variance (homoscedasticity) -+

Consider the following alternatives: (Table 1)
» The data come from a normal distribution with means
of (averagea)u =10.

The data come from the division that has skewness

v 3=1.15 and kurtosig 4= 2.

Where equal variances we suppose

ol =0%=02=25.
In case of different variances we suppose
o2 =4,05 =2502%=49.
* Assume that the individual files have the same
number of observations, for example, the twenty.

Probability density graphs for all possible altéives
are on the Figure 1. Normal distribution is béliged,
which takes a maximum at pg= The hill is steepened
when variances are smaller.

The assumptions of normality can be tested e.g.
Shapiro-Wilk test. The Shapiro—Wilk test utilizés thull
hypothesis principle to check whether a samle.., X
came from a normally distributed population. Rexflt

st is p-value if p <a (o = 0,05) and the null hypothesis

is rejected on the significance level is 0.05. Tresults
for the various alternatives are in Table 2. Aligives C
and D does not satisfy the condition of normality.

The equal of variances basic set can be deternfiped
Bartlett's test, it's a universal test that canubed for
assessing the homogeneity of variances, but isivelia
weak and quite sensitive to the violation of noitgal
files, which can be a problem for files with a smal
number of observations. If the frequency of allat®the
same used to test Cochrane test or Hartley test.nidst
commonly used test for homogeneity of variance i®st
Leveneov test, which we test the homogeneity of the

two diameters are equal. The simulation method Klonvarious alternatives (Table 3). Alternatives B @hdoes

Carlo we will consider all alternatives that maisey this
means meeting respectively. failure to comply wihms

not satisfy the condition of homoscedasticity.

and conditions of normality data homogeneity ofheac

group.
Table.1 Alternatives for One-way ANOVA - Mondéel@simulation
Alternatives Normal distribution Normality Homogeneity
of variance
A N1(10,25) N10,25) N10,25) yes yes
B N1(10, 4)  M(10,25)  N(10,49) yes no
c Ni( gz ,25)  N(u ,25) N( u ,25)
Vs = 115y, =2 no yes
Ni(z,4)  N@Qp,25)  N(u,49)
D Vs =115y, =2 no no

2.2 Generating random numbers

get a random number with uniform distribution ire th

Data should be generated for the Monte Carliterval (0,1), or you can use tH&andom Number

simulation. To create simulation models can also MS

Generation" the Data Analysis ToolPak on the Tools

Excel and its enhancements: Risk Solver, @Riskk Risnenu. We get a random number X{u, o?) with a

Analyzer, Monte Carlo. In Microsoft Excel for geating
random numbers, you can use the comniRANID () we

given means and standard deviation. The program
STATISTICA for generating random numbers, you can
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use the"Rnd (x)', which generates a random number of The number from a normal distribution with a means

interval (0, x), or theRndNormal (x), which calculates.

0 and standard deviatiox. Example of generating

random number is in Figure 2.

20*1*normal(x; 11,4948; 2,0522)
20*1*normal(x; 8,8637; 6,3489)

20*1*normal(x; 10,4135; 4,5164)

Prom1
Prom2
Prom3

20*2*normal(x; 10,5872; 5,1036)
20*2*normal(x; 11,043; 4,0918)
20*2*normal(x; 10,1944; 4,0073)

Prom1
Prom2
Prom3

B4 Prom1
Prom2
[0 Prom3

i h""\ml& J

Qi \ \\§
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B2z,

20*1*normal(x; 9,5007; 1,5844)

20*1*normal(x; 9,5981; 5,1788)
20*1*normal(x; 10,5434, 6,8729)

Prom1
Prom2
Prom3

)

20*2*normal(x; 10,3058; 5,3808)
20*2*normal(x; 9,1967; 3,7586
20*2*normal(x; 10,1428; 4,2303)

Prom1
Prom2
Prom3

Prom2
[0 Prom3

6 8 10 12 14

BZ4 Prom1
Prom2
[0 Prom3

7777
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Figure 1 The graph probability density of the afigtives

Table 2 Shapiro-Wilk test
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Table 3 Levenov test - testing homogeneity chnees

Variable| Levene Test of Homogeneity of Variances (levene)
Marked effects are significant at p <.0500

SS df MS SS df MS F p

Effect Effect Effect Error  Error  Error
31.76869 2 15.88435 481.5002 57 8.447372 1,88038961081
194.5966 2 97.29828 523.8941 57 9.191124 10.58611 0.000123
8.288350 2 4.144175 5759281 57 10.1040 0.41015865892
116.0580 2 58.02901 363.2120 57 6.372414 9.106674 0.000370

O0Olw >

Since we need to generate value frofty, o'2) a given Where Y is the transformed variable with the dsir

means and standard deviation that can be generafé§wness and kurtosis, and XN-01) anda, b, c, d
directly using the "Random Number Generationare the coefficients of which are, for some paifs o
(MS Excel) and enter the parameters or to perforskewness and kurtosis tabulated, for example, we thee
transformations (2): values of Table 4.
Y=X*o+u, 2 ANOVA procedure was implemented for the various
) ) alternatives and tracks the probability of passingull
where X~N (1) and Y ~N(u,0%), 4 isthe means ., qihesis. The group had  of identical means and
value and is variance. changed only valid or invalid assumptions about
In the case of data generation with determineflormality and equal variances ANOVA. This mearst th
skewness and kurtosis it is appropriate to useliiean's the null hypothesis should not be rejected. Results

power of transformation methods. Fleishman's theuss  simulations (p-value) are in Table 5 and Table 6.
polynomial transformation (3) has the form:

— * * y 2 * yv3
Y =a+b* X +c* X2+d* X3, 3)
s 2 | |2 STATISTICA Cz - [Data: Tabulka73* (3s krat20F)] |
DSEE SR sB2EC #h Piidat do seditu - Pfidat do protokolu = Pfidat do MS Word - 4§
|
Random humber Generation 7 % o8| o BB RN N ELE P SN 80 KoK B a0
i | - LI |5 ‘
— | ] R
; NKI;?-S} Ntloszs} chls} R S g [anal ~l|u=| Bru|s==gA-2-0-KE HERER & | 4 2 13 Prom
: E £ | Number of Random Numbers: 0 Cancel 7] Soubor Upravit Zobrazit VioZit Format Statistiky Data Mining Grafy Méstroje Data Okno Napovéda
2 | 16,4882 8,082274 6,238898 S
3 | 10,69395 5382019 3,493284 Distribution: Normal <| | pomoenk 7 3 ,‘"TEE|
4| 11,32163 16,94654 11,50916 Parameters Foml o FA A GBI o
5 | 11,82787 10,48288 §,730971 =
| | Mean= 10
6 | 7,54159 5090207 4,305779 Jntoas [Promz T [Dobe -]
Standard deviston = |5 :
7 | 7,949016 16,14839 11,83605 Tene s [ 5] Dok
8 | 13,57883 -0,22609 11,92249 i ~ &
™ Vojrute | Popis [
9 | 7,402938 2148061 12,7273 | ; i
10| 11,01577 5965835 11,03569 Sl Foundt ecbraserd
11| 1,50041 7,928609 7732345 | |Ouledtaptons = I Ratogeie e
12| 10,07631 14,30837 3,809843 ® Output Range: Luic 23 = " 9 [Vischry doshs | - RE_SEARCH ~
13| 1685729 16,53117 10,60293 | (O NewWorksheetply: Vikok zgzﬁg‘::"“ \:gz:r’*[’
14| 13,39542 7,750979 13,81359 () New Workbook gy o 22 Maiematické | rea
Ziomky 8 Obeené v A
15| 5829171 5,485587 5,958854 Vissni 2 5 |- 3
16| 10,10347 4128086 7,93111 e -
ndMormal
17| 7,050929 16,15165 11,532 Dl s popis nebo viaz cbisbuiie | | Rndiormai)
Vraci nahodne hadnoly z normalniho rozdileni se
goll 1220661, 5436352, (14,4362 =RndNormal(1) staedni nodnotou nula a smiroaatnou odchylkou X
19| 10,7134 10,81621 6,65547

20| 6,726416 17,96254 11,02905
21 11,30004 13,68992 5,323367

Popisy:. pouie ibavolng text. Virazy: poudite jm. prom nebo v1. v2. .., v0 po £, pilpadks.
Fiiklady:  (a) = mean(vl:v3, sifv7) AGE) (b] = vl sv2; kementé (oo ]

Figure 2 Generating random number

Table 4 Coeficients for Fleishmans transformation
Skewnes | Kurtosis a b c d
1.15 2 -0.1858204 0.9368777 0.1858204 0.0092367

~ 14 ~

Copyright © Acta Simulatio, www.actasimulatio.eu



Acta Simulatio - International Scientific Journal about Simulation

Volume: 2 2016 Issue: 2 Pages: 11-15 ISSN 1339-9640

MONTE CARLO SIMULATION FOR ANOVA
Gabriela IZarikova

Table 5 Results ANOVA — p-value

Sim. A B C D
p-value p-value p-value p-value

1 0.9211 H accepted 0.8347 dhccepted 0.6609 dhccepted 0.7718 dhccepted
2 0.8001 Hp accepted 0.4882 Hy accepted 0.3202 Ho accepted 0.8374 Ho accepted
3 0.2915 H accepted 0.9821 dhccepted 0.9458 dhccepted 0.6719 Jhccepted
4 0.5469 Hp accepted 0.7435 Ho accepted 0.0237 Horejected 0.8086 Ho accepted
5 0.6912 H accepted 0.2623 dhccepted 0.8217 dhccepted 0.9492 JFhccepted
6 0.2072 Hp accepted 0.7946 H, accepted 0.8590 Ho accepted 0.8237 Ho accepted
7 0.0128 Hrejected 0.9091 H accepted 0.8286 dhccepted 0.8537 dhccepted
8 0.3029 Hp accepted 0.7089 Ho accepted 0.0213 Hqrejected 0.2053 Hy accepted
9 0.7165 H accepted 0.8639 dhccepted 0.1920 dhccepted 0.1952 dFhccepted
10 ] 0.2688 Ho accepted 0.9614 Hy accepted 0.8598 Ho accepted 0.7428 Ho accepted

Table 6 Outup of simulation method Monte Carlo for Acknowledgement
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